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Abstract 

 
Logs play an important role in mastering the health of the system, experienced operation and 
maintenance engineer can judge which part of the system has a problem by checking the logs. 
In recent years, many system architectures have changed from single application to distributed 
application, which leads to a very huge number of logs in the system and manually check the 
logs to find system errors impractically. To solve the above problems, we propose a method 
based on Message Middleware and ATT-GRU (Attention Gate Recurrent Unit) to detect the 
logs anomaly of distributed systems. The works of this paper mainly include two aspects: (1) 
We design a high-performance distributed logs collection architecture to complete the logs 
collection of the distributed system. (2)We improve the existing GRU by introducing the 
attention mechanism to weight the key parts of the logs sequence, which can improve the 
training efficiency and recognition accuracy of the model to a certain extent. The results of 
experiments show that our method has better superiority and reliability.  
 
 
Keywords: Log Anomaly Detection, Message Middleware, Attention Mechanism, Gate 
Recurrent Unit (GRU) 
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1. Introduction 

The stability of system has always been the most concerned problem of software 
development engineers and operation and maintenance engineers. The consequences of 
software design vulnerabilities and security risks are very serious. There are many huge losses 
caused by software defects in history. In 1994, a Chinook helicopter crashed in Scotland, there 
was evidence that the system error of the helicopter was the culprit; Another flight accident 
caused by software vulnerability occurred in 1993, a JAS 39 Gripen fighter in Sweden crashed 
due to a bug in the flight control software [1]. Therefore, the security and stability of software 
are the most important issues in the software development industry. Anomaly detection of logs 
is mainly divided into traditional manual marking, machine learning methods and deep 
learning algorithms. With the development of artificial intelligence, deep learning provides 
new ideas for logs anomaly detection. 

At present, mainstream service systems are developing in the direction of distributed 
microservices. The logs of a distributed system has two characteristics. First, the amount of 
logs is massive. A large scale aviation meteorological system produces logs of the order of 
50Gb (about 120-200 million lines) per hour [2]; Since log data is massive and scattered, the 
analysis and anomaly detection of the entire distributed system log will be much more 
complicated than the stand-alone system, so an efficient log collection and analysis method is 
needed.  

In view of the problems existing in the current research on log anomalies in distributed 
systems, we can summarize our key contributions as follows:  

(1) We propose the first application of distributed message middleware to collect and 
transmit logs, which can well meet the needs of distributed systems and big data. 

(2) In the log anomaly detection stage, our work proposes a log anomaly detection model 
based on ATT-GRU (Attention and GRU). The attention mechanism can be added to increase 
the degree of attention to the key log information. In addition, introducing the attention 
mechanism can improve the training efficiency of the neural network. Compared with the 
detection method based on LSTM [4]. GRU[5] has a simpler structure, fewer training samples, 
which is lightweight and easy to implement. Therefore, it is a good attempt to combine the 
attention mechanism and GRU to detect anomalies in the log sequence. 

This paper first describes the algorithm of log collection and anomaly detection, and then 
verifies the feasibility of our method through experiments. 

2. Related Work 
In recent years, many scientific research teams have carried out related work on log anomaly 
detection and have achieved fruitful results. As early as 2004, Mike Chen[6] proposed the use 
of decision trees to detect errors in HDFS logs. Yinglung Liang[7] used SVM (Support Vector 
Machines, Support Vector Machines) to perform an exception handling on IBM BlueGene/L 
log data in order to develop effective fault tolerance strategies and predict system failure events. 
Since deep learning was proposed in 1957, it has been widely used in many fields. At present, 
the application of deep learning in the field of logs anomaly detection mainly includes three 
aspects. The first is the application research of RNN model. Among many models, RNN is 
unique in its powerful learning ability on time series features. Meng[8] add synonyms and 
antonyms to train the DLCE word vector, the word vector introduces semantic information for 
LSTM sequential detection, and obtains quantitative relationships such as opening and closing 
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through word frequency statistics for quantitative detection; Yuan [9] used LSTM to propose 
an unsupervised online log anomaly detection framework, and designed a dynamic threshold 
algorithm that can dynamically adjust the input length of historical information, which can 
determine the input length according to recent detection events. Du[10] constructed a 
workflow model based on Bi-LSTM (Bi-directional Long Short-Term Memory) and 
implemented online detection of log anomalies with a 92% accuracy rate. The second is the 
application research of CNN (Convolutional Neural Network). CNN has attracted the attention 
of many scholars due to its superior effect in the field of image vision. Mei[11] used CNN-
Text to detect software anomalies based on log data, reaching about 90% accuracy on different 
datasets. The third is the model based on the attention mechanism. The attention mechanism 
can not only calculate in parallel, improve the processing efficiency, but also solve the problem 
of gradient disappearance over the long distance of the log key. Huang[12] designed the log 
sequence encoder and parameter value encoder based on attention mechanism to capture the 
log semantic information, and the performance and robustness of the method are evaluated 
through experiments on unstable log datasets; Guo[13] built a sequence model based on multi-
head attention to process the log stream as a template event sequence, and trained the proposed 
model for log anomaly detection through the prediction task of the next event. Nedelkoski 
[14]built a self-attention based encoder model and augmented the training data with auxiliary 
information such as system switching time, which enabled the model to more effectively 
capture the difference between normal and abnormal logs through intensive log data training, 
comparing this model with the PCA method on the public dataset, the accuracy rate reaches 
about 90%, and the F1 value is about 0.67. In the above studies, in the face of massive log data 
analysis, the deep learning method is generally better than the traditional method of manual 
feature extraction, but there are still problems such as taking the log as a whole as the analysis 
object, ignoring the log key and log parameter characteristics, and the poor universality of 
different models.  
 

 
Fig. 1. Common log detection flowchart. 
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Common log anomaly detection methods can be summarized into three steps[14]: (1) log 
collection and preprocessing, (2) log analysis, (3) anomaly detection. Generally, the storage 
directory of the log file is specified when the system is developed, so it is necessary to collect 
and read the log file. After that, the log sequence needs to be parsed, and the way of parsing 
can be determined according to the selected anomaly detection method. Finally, anomaly 
detection is performed on the parsed log sequence. The flow chart of the entire log abnormality 
detection is shown in Fig.1. 

In summary, many existing studies have achieved certain results for system log anomaly 
detection. However, there are very few researches on log anomaly detection for distributed 
systems, and many studies analyze anomaly logs only for a single log record. This is limited. 
Sometimes system abnormalities are not recorded in a single log. As shown in the above, it is 
necessary to combine multiple previous logs for joint analysis to find the anomaly situation of 
the system.  

3. Design of Distributed Log Anomaly Detection Method 

3.1 Use Distributed Messaging Middleware to Collect Logs 
Our work aims at the problem of log anomaly detection in distributed systems, so the efficient 
collection of log data is one of the key tasks and an indispensable step before log anomaly 
detection. 

Each module of the distributed system is distributed on different physical machines, so it 
is essential to collect logs from the distributed cluster and collect the scattered logs into 
independent high-performance machines to facilitate the feature extraction of all logs and 
anomaly detection. Due to the huge amount of logs, the transmission overhead caused by 
network transmission will be very large. Therefore, it is necessary to perform a log 
preprocessing first to remove the parts of the log sequence that are not helpful for log anomaly 
detection. Preprocessing first reduces the amount of data that needs to be transmitted over the 
network to a certain extent, and improves the efficiency of the entire anomaly detection to a 
certain extent. 

Filebeat is used in the log preprocessing and collection phase. Filebeat is a lightweight 
conveyor that can be used to collect logs from specified log files or locations. The collected 
logs can be filtered first by using the configuration parameter exclude_lines. The working 
mechanism of Filebeat is as follows: When Filebeat is started, it will start one or more inputs 
that are searched in the location specified by the log data. For each log found by Filebeat, 
Filebeat will start a harvester. Each harvester reads a single log of the new content and sends 
the new log data to libbeat, which aggregates events and sends the aggregated data to the 
output configured by Filebeat. The output can be Elasticsearch or Kafka, etc., In this paper ,we 
choose Kafka as the output of Filebeat. 

The logs after preprocessing and collection can be transmitted, and the logs in the 
distributed cluster are collected into a physical machine with the best performance. Kafka is a 
high-throughput distributed publish-and-subscribe messaging system with high throughput, 
low latency, durability, and high concurrency. It is very suitable for the transmission of a large 
amount of data to real-time logs. The logs preprocessed and collected by Filebeat in different 
hosts are divided into Topic according to the host names of different machines to publish the 
log stream, the architecture diagram is shown in Fig. 2. There are three hosts in the distributed 
cluster used in this paper. The host names are Hadoop1, Hadoop2, and Hadoop3. The logs 
collected by Filebeat in the corresponding machines will be published to Topic named after 
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the host name. The purpose of this design is to prevent logs from being mixed randomly and 
form "dirty data". 

 
Fig. 2. The Architecture diagram of topic division log stream 

 
It can be found from the architecture of Fig. 2 that in order to achieve high availability in 

the Kafka cluster, each broker is configured with a backup follower node. If the leader node 
goes down, there can also be a follower node to maintain the normal operation of the Kafka 
cluster. Using Logstash to consume and read log data from the Kafka cluster at the stage of 
log data reception and storage. Logstash is an open source data collection engine[15] with real-
time pipeline function. In Logstash, you can use Filter to configure log stream filtering, and 
output the log to a specified location for storage after normalization. The overall log filtering 
and collection algorithm flow chart is shown in Fig. 3. 

 

 
Fig. 3. Algorithm flow chart of log preprocessing and collection 
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From the above description of the log preprocessing and collection method based on 
message middleware, three message middleware are mainly used to preprocess, transmit, 
receive and save logs, and meet the requirements of large High throughput, low latency and 
high availability required for data transmission. 

3.2 Attention Mechanism for Model Input 
The attention mechanism[16]draws on human attention when working and thinking, and 
enhances the attention to the key information of the sample to improve the contribution of the 
key information to the result. The introduction of the attention mechanism into the neural 
network can improve the training efficiency of the neural network. The principle of the 
attention mechanism is as follows: If there are N input vectors[𝑥𝑥1,𝑥𝑥2 … , 𝑥𝑥𝑁𝑁],, in order to select 
information related to a specific task, a query vector q and a scoring function s are introduced. 
The related formula is shown in (1). 

max( ( , ))n nsoft s x qα =                                                         (1) 
In formula (1), 𝛼𝛼𝑛𝑛 is the attention distribution, which represents the degree of correlation 

between the input vector and the query vector; Softmax is a multinomial logistic regression; 
the scoring function s usually uses an additive model as shown in formula (2). Among them, 
W, U, V are learnable parameters. 

( , ) tanh( )Ts x q V Wx Uq= +                                                 (2) 
The structure of the attention mechanism is shown in Fig. 4. 

Softmax

S S S

e

...

...

...
 

Fig. 4. The structure of the attention mechanism 
 

In the Fig. 4, e is a summary of the input information that assigns the weight ratio 
according to the attention distribution. 

The attention mechanism is mainly applied to the learning of visual semantics and visual 
representations, and usually acts on the middle layer features of neural networks. It is the most 
widely used in the Seq2Seq (sequence to sequence) model[17-18]. Seq2Seq is generally 
implemented through the Encoder-Decoder (encoding-decoding) framework[19]. The 
Encoder and Decoder parts can be any text, voice, image, and video data, etc. When solving 
some time series prediction problems, the attention mechanism is usually set between the 
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Encoder and the Decoder. When the Encoder outputs, it is necessary to focus on which parts 
of the input sequence, and then generate the next output according to the area of interest to 
make the sequence prediction more precise. 

Since neural network-based machine learning is driven by data, we often need massive 
amounts of training data to offset the adverse effects of noise samples on training. The most 
direct manifestation is the reduction of sample efficiency. Therefore, we use the attention 
mechanism to give different levels of attention to input samples of different quality, thereby 
improving the efficiency of sample utilization. 

Therefore, before the log samples are input into the GRU network for anomaly detection, 
attention weighting operations need to be performed on the correlation degree of the samples, 
so that the samples used for model training have better quality and improve the efficiency of 
the anomaly detection model. 

3.3 Log Anomaly Detection Model Based on GRU 
The method used in the log anomaly detection part in this paper is a GRU-based deep learning 
detection model, and the method of converting log data to matrix vectorization usually 
includes TF-IDF[20], one-hot[21] and word2vec (word to vector)[22]. word2vec is a neural 
network-based word vector construction method proposed by Google in 2013. A weight matrix 
(3) can be trained through a shallow neural network structure to convert the high-dimensional 
sparse matrix obtained by one-hot encoding (4) into a dense vector matrix of low 
dimensionality (5). In addition, word2vec can reflect words with high similarity through the 
distance of corresponding word vectors in the vector space[23]. As you can see in Fig. 5. 

*
1 2( , ,..., ), d n

dW w w w W R= ∈                                                (3) 

1 2 3( , , ,..., )lX X X X X=                                                        (4) 
** , d lY W X Y R= ∈                                                            (5) 

 
081109 203615 148 INFOdfs.DataNode$PacketResponder: PacketResponder 1 for block blk_38865049064139660 terminating
081109 204005 35 INFO dfs.FSNamesystem: BLOCK* NameSystem.addStoredBlock: blockMap updated: 10.251.73.220:50010 
is added to blk_7128370237687728475 size 67108864
...

081109,203615,148,INFO,dfs.DataNode$PacketResponder,PacketResponder 1 for block blk_<*> terminating,
081109 204005 35 INFO dfs.FSNamesystem: BLOCK* NameSystem.addStoredBlock: blockMap updated: <*> is added to 
blk_<*>  size <*>

...

Log Prasing

   ...

Semantic Vector

 
Fig. 5. Log parse and embedding 

 
GRU was first proposed by Chung. The structure of a single GRU network is shown in 

Fig. 6. Compared with LSTM, GRU integrates the input gate and forget gate in LSTM into an 
update gate Zt, replace the input gate of LSTM with Rt gate. Therefore, the number of gates 
in the GRU network is changed from 3 in LSTM to 2, which is effective to reduce the number 
of specific parameters and shortens the model training time. Zt is mainly used to summarize 
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the past data of the new input information, and Rt is mainly to determine the probability of 
entering the state information in the previous unit into this unit. The network structure 
diagrams of a single LSTM and GRU are shown in Fig. 6 and Fig. 7. 

 
 

Fig. 6. The network structure diagrams of a single LSTM 
 

 
Fig. 7. The network structure diagrams of a single GRU 

 
 1( )

xrt t rt hrR X W H W bσ −= + +                                        (6) 

1( )t t xz zt hzZ X W H W bσ −= + +                                         (7) 

1tanh( ( ) )t t t txh hh hH X W R H W b−= + +

                            (8) 

1 (1 )t t t ttH Z H Z H−= + − 

                                       (9) 
In Fig. 7, Xt  is input sequence, Rt is reset gate, Zt is update gate,  𝑯𝑯�𝒕𝒕 is candidate hidden 

state, and the activation function is sigmod. The reset gate Rt determines how the new input 
information is combined with the previous memory, and the update gate Zt defines the amount 
of the previous memory saved to the current time step. If sets the reset gate to 1 and the update 
gate to 0, this model will change to the standard RNN model. According to formula (7), it can 
be seen that the output of the hidden state of the current state depends on the current input and 
the input of the previous hidden layer. Therefore, the final input depends on the current input 
vector and the previous input, which can handle the relationship between the log context and 
perform an anomaly detection training and detection on the logs sequence better. 
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3.4 Log Anomaly Detection Model based on ATT-GRU 
The historical log records contain a large amount of system status information, which plays a 
vital role in predicting future abnormal conditions of the system. A gating unit is introduced 
into the GRU network, which automatically extracts features from historical log information, 
and at the same time improves the accuracy of predicting log abnormalities. In order to 
improve the contribution of important log records to abnormal prediction results, a pre-
attention mechanism is adopted to assign different weights to log records, so that log records 
with high contribution to accurate prediction results are emphasized. The pseudo code of the 
entire log anomaly detection is shown in Table 1. 

The ATT-GRU model is shown in Fig. 8. The entire model is composed of five parts, 
which are log input, attention layer, GRU network, fully connected layer, and output layer. 
The description of the model is as follows: 
(1) Log input: Using the logs collected by the message middleware as the input of the entire 

model.  
(2) Word2vec layer: The logs collected from the distributed cluster are vectorized using 

word2vec. Through training, the log content can be processed as a vector in a multi-
dimensional vector space, and the similarity in the vector space can be used to represent 
the semantic similarity of the log. The processed log vector can be expressed as 𝑋𝑋 =
[𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑁𝑁]𝑇𝑇 . 

(3) Attention layer: The log matrix to be input into the GRU network needs to be processed 
by the attention layer first. Since the input log sequence contains a lot of information that 
is not helpful for prediction, it is necessary to assign a value to the training weight of the 
log sequence to improve the contribution of important log sequences, and also improve 
the efficiency of model training and the accuracy of the final prediction result. The 
calculation formula for the weight of the attention layer is shown in formula (10). The 
output of the m-th sequence is expressed as: 

ym m mxα=                                                             (10) 
(4) GRU network: After the feature matrix of the log sequence is processed by the attention 

layer, the feature matrix of different log sequences is given different weights. These 
matrices with different weights are input into the GRU network for a log anomaly 
detection learning training. The input of the GRU layer is h： 

m-1( , )mh GRU h y=                                                      (11) 
(5) Full Connection Layer: Using a fully connected layer to gradually improve learning level 

of the features of the log sequence, and classify the final prediction results. The activation 
function is ReLU[24]. 
 

Table 1. The Pseudo Code of the Entire Log Anomaly Detection 
Algorithm1 Log Anomaly Detection 
Input: Collected Logs  
Output: Prediction Result 
1:  Procedure ATT-GRU() 
2:     input log ← collected logs 
3:     processed logs vector 𝑿𝑿 ← 𝑿𝑿 = [𝒙𝒙𝟏𝟏,𝒙𝒙𝟐𝟐, … ,𝒙𝒙𝑵𝑵]𝑻𝑻 
4:     for i < N 
5:        att-feature ← Attention(𝑿𝑿) 
6:     end for 
7:     train_output_feature ← GRU(logs vector 𝑿𝑿, att-feature) 
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8:     Prediction Result ← Softmax(train_output_feature) 
9:  END Procedure 

 
For the ATT-GRU-based detection model used in this paper, the main models and 

training parameters are shown in Table 2 below. The main parameters used in the model and 
training are as follows. 

 
Table 2. Model and Training Parameters 

ATT-GRU 
Network 

input_size 1 
hidden_size 64 
num_layers 2 
bidirectional True 

Train 

batch_size 2048 
optimizer adam 

learn_ratio 0.001 
epoch 369 

window_size 10 
 

Attention  Layer

Raw Logs Logs Template Template Sequence

Log Preprocess

Low Dim OperateSemantic Vector

Model Train

Hadoop2

Hadoop3

Hadoop1Distrubuted
Cluster

...

Log Sequence

Input

Full Connection Layer

softmax

Normal Abnormal

GRU*2

 
Fig. 8. The structure diagrams of ATT-GRU Model 
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During the model training process, CrossEntropyLoss[25]is used to optimize the network 
trainable parameters. Since our work is aimed at the prediction of log anomaly detection, it is 
a typical two-class classification problem. In the case of dichotomy, there are only two cases 
where the model needs to predict the result at the end. For each category, our predicted 
probabilities are 𝑝𝑝 and 1 − 𝑝𝑝. The expression is shown in formula (12). 

1 1 -[ log( ) (1- ) log(1- )]i i i i i
i i

L L y p y p
N N

= = +∑ ∑  
                   (12) 

𝑦𝑦𝑖𝑖 represents the label of 𝑖𝑖, the positive class is 1, and the negative class is 0. 𝑝𝑝𝑖𝑖 represents 
the probability that the prediction of sample 𝑖𝑖 is positive. 

4. Experiments 

4.1 Datasets 
In our experiments, we used two most widely-used public datasets to evaluate our method, i.e., 
HDFS (Hadoop Distributed File System) dataset  and BGL (Blue Gene/L supercomputer) 
dataset , which have been widely used in the existing work on log-based anomaly detection. 
For ease of presentation, we call them HDFS and BGL directly, examples of the two logs are 
shown in the Fig. 9, Fig. 10. Each kind of logs contains time stamps, log sequence constants 
and parameter variables, which are standard time series data. 
The training datasets for log anomaly detection in our experiments are HDFS(Hadoop 
Distributed File System) and BGL(Blue-Gene/L). The HDFS dataset is Amazon public 
11,175,629 logs, which were generated on Amazon private cloud EC2 benchmark workload 
and classification labels have been flagged as abnormal logs by Amazon distributed systems 
experts. We selected 6000 normal log sequences and 6000 abnormal log sequences for training, 
and randomly collected 500,000 log sequences among the remaining log sequences, including 
490,000 normal sequences and 10,000 abnormal sequences for testing.  
The BGL data contains of 4,747,963 logs generated by the Blue-Gene/L supercomputer system, 
of which 48,460 logs were labelled as malfunctions. Unlike HDFS logs, BGL logs do not 
record the block ID generated by each log event. We select 3000 normal samples and 3000 
abnormal samples as the training set, and the remaining 3000 abnormal sequences and 20,000 
normal sequences as the test set to maintain the ratio of normal samples to abnormal samples 
in the real data. 
 

 
Fig. 9. HDFS Log 
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Fig. 10. BGL Log 

 

4.2 Experiments Preparation 
In the experiment, our work uses three Centos servers to form a Hadoop distributed cluster as 
the experimental basis. Each node will continuously generate HDFS (Hadoop Distributed File 
System) activity logs, and use Filebeat and Kafka to preprocess and collect HDFS logs in the 
cluster. The collected logs are sorted and filtered by Logstash to generate logs to be encoded. 
In order to make the training and testing of the log detection model based on ATT-GRU more 
efficient, a separate high-performance machine is used for testing at this stage. The machine 
configuration information for distributed cluster and model training, testing and verification is 
shown in Table 3. 

 
Table 3. Hardware and software environment configuration table 

HostName Memory CPU Kafka GPU Logstash Hadoop Filebeat 

Hadoop1 
(NameNode) 4G i5 -11300H 0.11 / 7.13.3 3.1.3 7.14.0 

Hadoop2 
(DataNode) 4G i5 -11300H 0.11 / / 3.1.3 7.14.0 

Hadoop3 
(Secondary 
NameNode) 

2G i5 -11300H 0.11 / / 3.1.3 7.14.0 

Win10 64GB i7 9700K / 2*2080
Ti / / / 

 
The experiments use HDFS and BGL logs to realize log anomaly detection in distributed 

system scenarios, and the anomaly detection mainly uses the log anomaly detection method 
based on ATT-GRU. The classification label of the dataset has been marked by Amazon 
distributed system experts. Implementation environment is as follows: CPU is Intel core i7 
9700k, the memory size is 64GB, the GPU is two NVIDIA 2080Ti, and the deep learning 
framework is PyTorch 1.5.1. 

 The accuracy rate (Precision), recall rate (Recall) and comprehensive evaluation index 
(F1-Measure) are used to evaluate the detection effect of the model[26]. The formulas are as 
follows (13)-(15).  
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TPPrecision

TP FP
=

+
                                                            (13) 

TPRecall
TP FN

=
+

                                                               (14) 

21
2

TPF measure
TP FP FN

− =
+ +

                                                  (15) 

 
TP: Abnormal sequence samples are correctly detected as abnormal sequence samples.  
FN: Abnormal sequence samples are incorrectly detected as normal sequence samples. 
TN: Normal sequence samples are correctly detected as normal sequence samples.  
FP: Normal sequence samples are misclassified as abnormal sequence samples. 
We compared ATT-GRU with some mainstream anomaly detection methods in recent 

years, such as LSTM[10], GRU and PCA[27]. Through comparison, it is found that the ATT-
GRU detection model used in this paper has a significant advantage over the other four 
methods in terms of comprehensive evaluation indicators. The final experimental result 
comparison chart is shown in Fig. 11 and Fig. 12, and the specific experimental result data is 
shown in Table 4, 5. 

 
 

Table 4.  Comparison of Experiments Result On HDFS 
Method Used Precision↑ Recall↑ F1-measure↑ 

ATT-GRU* 96.35% 97.79% 95.67% 
ATT-LSTM 95.62% 97.63% 94.26% 

LSTM 95.73% 93.34% 94.52% 
PCA 97.50% 63.50% 76.90% 

 
 

Table 5.  Comparison of Experiments Result On BGL 
Method Used Precision↑ Recall↑ F1-measure↑ 

ATT-GRU* 95.54% 98.63% 97.06% 
ATT-LSTM 95.21% 96.56% 96.34% 

LSTM 95.34% 92.55% 95.75% 
PCA 92.45% 65.54% 79.12% 
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Fig. 11. Experiments Result Comparison On HDFS 

 

 
Fig. 12. Experiments Result Comparison On BGL 

 
From the table and the result figure, it can be clearly seen that the ATT-GRU used in this 

paper is significantly better than the other three methods. It is noticeable that the three 
indicators of the PCA method are not very stable, which may be due to the presence of noise 
in the dimensionality reduction. Overall, ATT-GRU model used in this paper performs well 
under various indicators, which also proves that the model we proposed is reliable and 
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excellent. 
Our work is to add an attention mechanism before GRU network. In order to prove the 

effectiveness of the attention module added in this paper, we also compare the experimental 
results of ATT-GRU and GRU on two datasets. The experimental results are shown in Table 
6,7. 

 
Table 6.  Comparison of Experiments Result On HDFS 

Method Used Precision↑ Recall↑ F1-measure↑ 

ATT-GRU 96.35% 97.79% 95.67% 
GRU 95.73% 93.34% 94.97% 

 
Table 7.  Comparison of Experiments Result On BGL 

Method Used Precision↑ Recall↑ F1-measure↑ 

ATT-GRU 95.54% 98.63% 97.06% 
GRU 95.58% 98.40% 96.23% 

 
The effectiveness of the ATT-GRU method is proved by comparing the results of the 

ablation experiments, and each experimental effect is better than GRU. Each experiment is 
carried out in the same configuration environment, and the effectiveness of the method 
proposed in this paper is proved by comparison experiments and ablation experiments. 

5. Conclusion 
In this paper, we propose a novel distributed log anomaly detection method based on message 
middleware and ATT-GRU. First, we use the log collection architecture we designed to collect 
logs in a distributed environment in real time. After the log collection is completed, we encode 
the log sequence with semantic vectors, and then input it into the ATT-GRU log anomaly 
detection model for training. Based on the original GRU, we introduce attention mechanism 
to weight the log sequence. This operation can improve the utilization of important logs and 
efficiency of model training. Finally, the classification result is obtained by the softmax 
classifier. Comparative experiments show that our proposed ATT-GRU method is reliable and 
superior. 
However, there are still problems that need to be improved in this paper, and more detailed 
research is needed in the future work. For example, considering the spatiotemporal information 
of logs. The spatiotemporal information here can represent the spatial relationship between 
different computer nodes, because there are many requests between different systems, which 
will inevitably lead to spatial correlation between logs. Whether incorporating spatially 
relevant information into the log anomaly detection model will have better results requires 
further research and experiments. 
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